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Oscillatory density profiles are a well-known feature occurring at the free surfaces of liquid metals. Recently,
the thermophysical properties of expanded liquid mercury have been successfully investigated with an atypic
isotropic effective interaction �Bomont et al., J. Chem. Phys. 124, 054504 �2006��. We use this model to
investigate the liquid-vapor interface properties taking explicitly into account the density dependence of the
potential related to the metal-nonmetal transition along the interface. Ionic and electronic density distributions
along the normal of the interface display strong stratification and the calculated reflectivities compare well with
experimental data.
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It had long been believed that, at the free liquid surface,
the surface-normal �longitudinal� density profile �DP� de-
creased monotonically from the bulk liquid density to that of
the vapor.1 However, in 1973, theoretical results of Rice et
al.2 revealed considerable structure at liquid metal surfaces
in the form of stable ionic density oscillations. This is the
surface-induced layering phenomenon, whereby the liquid
atoms or ions arrange themselves into layers parallel to the
surface across the interfacial transition zone. The density os-
cillations were found to be quite strong, with peak values in
the layers larger than the bulk liquid density. A substantial
amount of theoretical work has followed,3,4 with the goal of
understanding how surface-induced layering depends on the
interactions between atoms. In 1995, x-ray scattering experi-
ments probed the existence of such order near the surfaces of
a number of liquid metals.5 The characteristic signature of
surface layering in experiments is a strong peak in the x-ray
reflectivity intensity at large values of the wave-vector trans-
fer qz. Contrary to liquid metals, no evidence of such phe-
nomenon was found for classical dielectric liquids.6–9 This
difference was first attributed to the fact that the surface ten-
sion � of most liquid metals is high ��500 mN /m� so that
their surface is very smooth, while dielectric liquids have
much smaller surface tension �frequently lower than 40
mN/m� and therefore have much rougher surfaces to exhibit
layers.10 However, even if water11 and potassium12 have
comparable surface tensions, no evidence for layering has
been shown for the former, and this showed that more than
pure surface-tension effects are needed to account for the
layering mechanism. The obvious feature that distinguishes
metals from dielectrics is the presence of an electron gas.
Moreover, in a metal the nature of the interactions changes
markedly across the interface: the bonding changes from me-
tallic �with delocalized valence electrons in the bulk liquid�
to van der Waals type �with localized electrons on the atoms
in the vapor�, leading to a metal-nonmetal �M-NM� transi-
tion. Theoretical works, based on simulations, have resulted
in a number of hypotheses for the mechanism of surface-
induced layering. One of them13 suggested that it would be
caused by geometrical confinement effects, by analogy with
the known phenomenon that layers form in the liquid �me-

tallic or not� near a solid-liquid interface. In this way, the
rapid decay of the valence electronic density would induce a
flat high-tension surface acting as a hard wall against which
the atoms are packed. Another suggestion14 stated that the
undercoordinated atoms near the surface attempt to regain
the favorable coordination they would have in the bulk liq-
uid, resulting in an increased density in the outermost liquid
part and causing the propagation of a density oscillation into
the bulk part. As a consequence, layering has been believed
to be absent at the liquid surface of simple fluids with iso-
tropic interactions and was thought to be unique to metallic
liquids. This last statement has been however called into
question by several recent works. In particular, Chacon et
al.15 hinted that metallic bonding would not play such a cru-
cial role in the formation of layers at the free metallic sur-
faces. Many liquid metals are characterized by a high critical
temperature TC and a low melting temperature TM. For ex-
ample, layering is observed in mercury at room temperature
�T=0.15TC, while TM /TC=0.13�. By using classical simula-
tions, the authors found out that �i� a low freezing point and
high critical point can be produced by a broad and shallow
pair potential and �ii� that an oscillating ionic DP should
appear at the free liquid surface of any substance �metallic or
not�, provided that it has a low TM /TC ratio. The appearance
of oscillating profiles for this type of potentials was con-
firmed by Li and Rice,16 who termed these systems “Madrid
liquids” �ML�. However the density oscillations do not re-
semble those obtained for metallic systems, showing peak
values in the layers smaller than the bulk density. Recent ab
initio simulation results for sodium17 provide some support
to the finding of Chacon et al.15 by concluding that neither
Friedel oscillations nor rearrangements induced by underco-
ordinated atoms have any effects on the surface layering.
Furthermore, Chacon et al. arguments18 was supported by a
recent x-ray reflectivity experiment where surface layering
was observed in a molecular nonliquid-crystalline nonmetal-
lic liquid, with a low melting point and a high critical point.

These recent advances imply that some of the conven-
tional arguments concerning our understanding of the
surface-induced layering phenomenon must be re-examined
after pausing and listing some questions that a satisfactory
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theory should explain. The main questions concern the na-
ture itself of layering. Is it a universal property of liquids at
low enough temperature? If so, would it be possible to pre-
dict qualitatively and quantitatively the main features of
x-ray reflectivity measurements by using a simplified formal-
ism? And more specifically, which are the essential features
that the potential must have in order to obtain a strongly
oscillating DP? To answer these questions, we pursue the
idea of presenting a very simplified and comprehensive de-
scription of the liquid-vapor �LV� interface which we apply
to liquid mercury �l-Hg�.

A distinctive feature of l-Hg is that the M-NM transition
does not occur at the liquid-vapor critical density ��C
=5.3 g /cm3� but rather gradually, in the range from �1
=11 g /cm3 to �2=8 g /cm3. This means that the M-NM
transition occurs across the interface, making its study a dif-
ficult and challenging problem. Indeed, we are aware of only
two previous theoretical studies19 based on MC simulations
involving pseudopotential formalism, which were performed
long before the previously mentioned advances. To date, the
x-ray reflectivity data for l-Hg at both melting and room
temperatures20 have not yet been reproduced by any theoret-
ical calculation including classical or ab initio simulations. A
main reason is that most of existing pair interaction models
overestimate the melting temperature of real systems. Thus
the observation of the oscillatory DP at the free liquid sur-
face is very often pre-empted by solidification. For the
present investigation, we have used an interaction model,
developed in a previous work21 for studying the static bulk
properties of l-Hg. This model has already shown its capa-
bility to properly predict the liquid branch of the coexistence
L/V phase diagram in terms of temperature and density �im-
plying that it effectively incorporates subtle many-body ef-
fects�. The potential is of the ML type, reading

��rij� = A0 exp�− �rij� − A1 exp�− ��rij − R0�2� , �1�

and, contrary to pseudopotential theory, does not exhibit
long-range Friedel oscillations. Excepting A1 which satisfies
an empirical law, the four remaining parameters remain con-
stant along the whole LV coexistence curve. Additional de-
tails are given in Ref. 21. Computer simulations of the LV
interface with this potential, as such, have yielded typical
ML DPs, i.e., oscillating but not strongly.22 In this work we
allow the potential to incorporate the effects of the attendant
M-NM transition that occurs in the interface by allowing the
parameter A1 change according to the character of the atoms.
The character of an atom labeled as i is defined on the basis
of its local reference density �i=��Ri�, which varies from a
configuration to another. Using Rice’s ideas,19 we use a “me-
tallic character” function f��� that is 1 for ���1, 0 for �
��2, and varies smoothly in between. Therefore an atom i is
considered as metallic �M� when f i= f��i� is equal to one,
vaporized �V� when f i=0 and in a “hybrid state” �i.e., neither
metallic nor vaporized� when 0� f i�1. In their work, Rice
et al.19 defined the metal-metal �MM� potential from the
pseudopotential formalism and the metal-vapor �MV� poten-
tial in the same Born-Mayer analytical form as the vapor-
vapor �VV� potential. Previously, Evans23 proposed that the
interactions between pairs of atoms of identical character

should be written in the same form. Following Evans’ sug-
gestion, we assume the unique form of Eq. �1� for the three
types of interactions and postulate that the value of A1 for the
interaction between atoms i and j is

A1 = f if jA1
MM + �f i�1 − f j� + �1 − f i�f j�A1

MV

+ �1 − f i��1 − f j�A1
VV. �2�

This methodology can describe equally well bulk �metallic�
and surface �hybrid or vaporized� atoms. Note that previous
studies15,22 used f i= f j =1 �or alternatively A1

MV=A1
VV=A1

MM�,
leading to A1=A1

MM for all pairs of particles and to oscilla-
tory but non-typical-metallic profiles. The atoms move dur-
ing the simulation and consequently ��Ri� varies with the
evolving local environment, which in turn implies a variation
in the character of the atoms with respective positions.
Therefore, in order to perform a suitable average over all
atomic configurations, the pair interactions have to be de
facto calculated in a self-consistent manner through Eq. �2�.
To simulate the interface, we performed self-consistent simu-
lations without applying periodic boundary conditions along
the z axis but only along the x and y axes, for which we used
a box with Lx=Ly =24.56 Å. We considered 864 particles,
and it is important to remark that the bulk density �b ob-
tained as a result of the simulation of the interface repro-
duces correctly the experimental one. The number of atoms
in the interface is a small fraction �3%–4%� of the total num-
ber of atoms so that changes in the interface’s structure do
not affect the atomic density distribution in the bulk liquid.
In the present calculation, the interfaces are allowed to relax
for 2 ns and properties of interest are averaged over another
run of 6 ns.

In the usual analysis of the experimental results, the ionic
DPs are “reverse engineered” by fitting the obtained x-ray
reflectivity intensity data to some mathematical model of the
DP. In fact, the experimental analysis of the free liquid sur-
face probes the longitudinal total electronic density distribu-
tion. The reflected intensity R�qz� is

R�qz�/RF�qz� = ��int�qz��2exp�− 	c
2qz

2� , �3�

where qz is the momentum transfer perpendicular to the in-
terface, RF�qz� is the Fresnel reflectivity of a perfectly sharp
step-function interface, and �int�qz� is the intrinsic surface
structure factor,

�int�qz� =
1

�e,B
T �

−



 � ��e,int
T �z�
�z

	exp�iqzz�dz , �4�

where �e,B
T is the bulk total electron density and �e,int

T �z� is the
intrinsic �i.e., in the absence of capillary-wave smearing�
longitudinal electronic DP. The term exp�−	c

2qz
2� in Eq. �3�

accounts for the effects on R�qz� of the thermally induced
surface roughness, with 	c

2=	0
2+	cw

2 , where 	0 is an intrinsic
roughness and 	cw accounts for the capillary waves.3,4

In the simulations, we proceed in the opposite way to the
experimental analysis since we obtain the time-averaged lon-
gitudinal total electronic DPs �e

T�z�, through the superposi-
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tion of atomic electron densities on each of the ionic
positions.24 These DPs already include some thermal fluctua-
tions and give a reflected intensity,

R�qz�
RF�qz�

= 
 1

�e0
T �

−



 � ��e
T�z�
�z

	exp�iqzz�dz
2

� ���qz��2.

�5�

Notice that the simulated surface structure factor ��qz� ap-
pears as the convolution of the intrinsic one, �int�qz�, with an
associated Gaussian distribution describing the simulation’s
capillary waves. These latter ones are described by the term
	cw

th whose value depends on the temperature and the inter-
face’s area. Given the greater interface’s area of the experi-
mental sample, the associated 	cw

expt. differs from the simula-
tion’s one �indeed, 	cw

expt.�	cw
th � and a proper comparison

between the theoretical and experimental reflectivities re-
quires inclusion of the same range of capillary waves in both
calculations. This is achieved by computing the simulation
reflectivity4 as

R�qz�/RF�qz� = ���qz��2exp�− ��	cw
2 + 	0

2�qz
2� ,

where �	cw
2 = �	cw

expt.�2− �	cw
th �2. Unfortunately, 	0 has not a

clear physical meaning although it has been related to atomic
size. However, it is an important input in those �nonunique�
mathematical models used in the fitting of experimental data.
Moreover, for l-Hg, 	0 was first assumed5 to be a constant
but it was later found20 that a temperature dependence pro-
duced better fits to the experimental data. In this work we
have decided to discard this controversial contribution be-
cause it does not alter the conclusions obtained.

To perform our self-consistent DPs calculations, we a pri-
ori have to deal with two free parameters A1

MV and A1
VV,

since A1
MM is already known21 at each temperature. Their

values have been determined so that the corresponding elec-
tronic DP �e

T�z� provides the best agreement with the experi-
mental reflectivity. In these calculations, we found that for a
given A1

MV the values of A1
VV had a negligible influence on

the DPs. This is not surprising, since it reflects that the
“floating” vapor ��V�10−5�b� above the liquid does not in-
fluence the interface and/or bulk structures. Consequently,
our approach reduces to fixing the parameter A1

MV, whose
values are shown in Table I. As can be seen, A1

MV is system-
atically larger than A1

MM, suggesting that more attraction is
needed at the interface than in the bulk.

Normalized longitudinal atomic and electronic DPs calcu-
lated from self-consistent molecular dynamics appear in Fig.
1. There are marked oscillations in the atomic DPs indicating

the existence of layers at the interface. The electronic DPs
follow the atomic ones albeit with weaker oscillations. These
are stronger at melting than at room temperature, which is
expected as thermal effects tending to smear out the layering
structure with increasing temperature. Moreover at room
temperature the ratio A1

MV /A1
MM is lower than the one at

melting. This conspires with the increased thermal roughness
to produce a less structured interface. The ratio between the
peak density of the layers and the bulk density is found to be
larger than one at each temperature. So, the final calculated
longitudinal DPs do exhibit the basic features that are ex-
pected in liquid metals.

In Fig. 2 we depict the corresponding reflectivities which
closely agree with their experimental counterparts20 at both
temperatures. The surface-induced layering is strongly tem-
perature dependent: at the melting point, the quasi-Bragg
peak has a large amplitude, while at room temperature it is
less pronounced. Squared moduli of the surface structure fac-
tors present a clear maximum with expected intensity even if
the location overestimates slightly the one provided by ex-
periment. We attribute this discrepancy to small inaccuracies

TABLE I. Parameters relative to our self-consistent molecular-
dynamics calculations.

T �K� A1
MM �eV�a A1

MV �eV� 	cw
expt. �Å�b 	cw

th �Å�

235 0.0381 0.122 0.726 0.467

293 0.0421 0.0842 0.820 0.529

aFrom Ref. 21.
bFrom Ref. 20.
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FIG. 1. Normalized ionic �solid lines� and electronic �dotted
lines� DP at melting and room temperatures. For sake of clarity,
room-temperature results have been shifted by 2.5.
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FIG. 2. Calculated reflectivities at melting and room tempera-
tures �from top to bottom�
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in our simple model. Nevertheless, a minimum at low-
momentum transfer wave vector is distinguishable as ob-
served in experimental data for l-Hg �not for Ga�, while the
ripples are a known artifact from the limited simulation cell
size.

From the comparison among the standard approach to liq-
uid metals,19 the standard ML approach15,16,22 and the one
proposed here we can deduce which characteristics of the
former �Friedel oscillations in the potential, density-
dependent and structure-independent terms in the energy and
density dependences of the interactions� are essential to ob-
tain strongly oscillating DPs that lead to clear peaks in the
reflectivity. While ML lead to oscillatory DPs, it is only
when the potential is allowed to change with density that
typical metallic results are found.

In summary, we have shown that the main features of
x-ray reflectivity measurements at the free liquid surface of
Hg can be qualitatively and quantitatively predicted by using
an extremely simplified approach. The predominant interac-

tions �through A1
MV� near the surface, and in particular their

variation with density, have been shown to be, in our case,
the driving force in the strong layering mechanism. Since
similar results can be obtained with both pseudopotentials
and ML formalisms, we conclude that surface-induced layer-
ing is a universal property of liquids at low enough tempera-
tures provided that �i� they have a low TM /TC ratio and �ii�
the potential changes along the liquid-vapor interface, either
in form �pseudopotentials� or in magnitude �ML�. The
present theoretical study may encourage new experiments for
nonmetallic liquids that could reveal unsuspected and inter-
esting properties of matter for scientific applications.
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